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I. ABSTRACT

In this paper, I develop and test a CNN-based approach to predict a missing patch of pixels in an image, given 

the image with the patch removed. With an accurate model, one could selectively remove unwanted small-scale 

anomalies from an image, such as a pimple on a face, a piece of trash from an unwanted scene, or really any 

unwanted "noise" that can be bounded by some small box (relative to the size of the image). I trained, tested, 

and optimized the hyper-parameters of multiple CNN architectures. I found that many configurations tended to be 

unstable, where either the loss did not converge, or the test loss varied frequently. This was largely an effect of 

too high or too low of a learning rate, since even for a small patch of size (4x4), the model is actually generating 

4 * 4 * 3 = 48 outputs for an RGB image, and the loss is calculated using the mean squared error between the 

predicted patch and the original patch. I also found that the activation function and dropout played a big factor in 

the stable convergence of the test loss as well. However, if the hyper-parameters are chosen carefully, I found that 

some models were able to achieve an average euclidean distance of about 41 from the original ( 4 x 4) patch, in 

RGB space. 

II. INTRODUCTION 

Typically, image reconstruction is thought of as converting a digital image from some sampling domain to the 

image domain (real two-dimensional coordinates, with a multiple possible color dimensions). One example of this is 

Sound Navigation and Ranging (SONAR), which takes a time-series of electric signals generated by sound waves, 

and uses beam-forming with discrete angles to generate the rough shape of a target object. [1] Another example is 

Magnetic Resonance Imaging (MRI) which creates a 2D image of the human body using rapidly rotating magnets. 

[2] In this paper, my idea of image reconstruction is a bit different since both the inputs and outputs are in the 

image domain. The idea is to remove a small patch from an image, and reconstruct the patch using the rest of the 

image. This would obviously fail to reconstruct the actual image if there was an anomaly contained entirely within 

the patch, but if you wanted to remove the said anomaly, this method may perform well. This is based on one 

assumption, that most of the training images do not contain anomalies within the removed patch, something that 
















