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House prices are notoriously difficult to predict due to their dependence on an enormous number of factors that 

are difficult to express through features. Most of this challenge is due to the complex, yet massive impact of the 

location of the property. Simple regression models such as Linear Regression and K-Nearest Neighbors often fail 

utilize location data effectively, especially when considering a large geographical area. In this work, we propose a 

method for predicting house sale prices by extracting meaningful spatial clusters. We test our method on real property 

sales data from King County, USA [l], and we show that localizing the house data by clustering can significantly 

decrease the generalization error of the predicted house sale prices. 

I. INTRODUCTION 

For any prospective renter or homeowner, it is extremely difficult to analyze the true value of a property listing. 

Many properties are sold for far above or below the initial asking price, and it is a common frustration for potential 

buyers to question whether a property is over or under-valued on the market. A large part of this issue stems from 

how geographical location can significantly impact the value of similar houses, and in many cases there are not 

similar properties in an area to directly compare. Despite the complexity of determining the relationship between 

location and property value, a recent analysis on the impact of different factors influencing buyers decision to 

purchase residential properties found that location was the most important [2]. 

Classical machine learning models for predicting house sale prices either do not account for this, or simply 

include geographical location as a feature without considering the distribution of the properties in more detail. 

Several works have shown that housing prices have very strong spatial correlation [3], [4]. Furthermore, these 

correlations are not linear [3] and are nearly impossible to capture through simple feature engineering methods. 

We seek to improve upon house price prediction accuracy by capturing the geographical distribution of the houses 

with the use of spatial clustering. 



Rather than training a singular regression model on the entire dataset [1], we propose to break it into multiple 

spatial sub-regions based on latitude and longitude information. We then preprocess and fit an independent regression 

model to each sub-region. This will allow each model to differentiate between the different types of properties and 

the relevance of features based on their location. For example, dense regions around major cities and sparser regions 

in rural areas will have notably different feature values, and using spatial sub-regions our model is able to more 

effectively capture this complex relationship between location and features. We further expand on this by showing 

how ensemble learning methods, such as Adaboosting and Gradient Boosting, can provide even greater performance 

on house price prediction through the use of spatial clustering. 

II. RELATED WORKS 

Several works in economics have shown the importance of spatial information on predicting house prices [3], 

[4]. The work of [3] has shown that there is strong evidence for the auto-correlation of prices by dividing larger 

regions of housing data into smaller submarkets for different metropolitan areas. 

In [5] the authors compared several different models for predicting house prices, specifically focusing on spatial 

and temporal patterns. The tested models include a simple least-squared model, a local regression model, a model 

based on clustering demographic information, and a model based on fitting a regressor from the nearest neighbors. 

The last of these is effectively a 2-step k-nearest neighbor algorithm, which first finds similar datapoints and then 

provides a unique regressor based on them. This is quite different to our method as it computes both a grouping 

and model separately for each datapoint prediction. The demographic clustering model is the most effective out of 

the models in [5]. Their approach is the most similar to ours. However, their model generates clusters from multiple 

features in addition to location, and it explicitly includes nearest-neighbor residuals in the model prediction. 

III. SPATIAL CLUSTERING

It has been concretely established that the geographical location of a house plays a massive role in determining 

its value [3], [4], [6], [7]. This is due to many crucial factors being highly sensitive to location such as: average 

income, population density, local school ratings, availability of public services, and many others [2]. However, it 

is impractical to collect and directly model the effect of these features as they differ significantly by both area and 

person. As a result, simple models such as K-Nearest Neighbors (KNN) or Linear Regression are unable to provide 

precise predictions for datasets covering a large geographical area. 

To solve this issue, we propose a model based on spatial clustering to separate data into different sub-regions 

based on latitude and longitude. The principle of our model is to assign new data points to a spatial cluster, then 

predict the price using a regressor specifically tailored to that cluster. This approach is geographically localized and 

can indirectly capture the effect of these location-sensitive features. 


















